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Abstract

Abstract

High performance computing is an important branch of computing science, which
mainly refers to the research and utilization of high-performance computer technology
from the aspects of architecture, parallel algorithms and parallel software. For decades,
high performance computing has been widely used in crucial fields such as large-scale
scientific and engineering computing, artificial intelligence, and industrial simulation.
It has extremely high application values for basic scientific discovery, national economic
development and national defense industry construction, and has become an important

manifestation of the country’s comprehensive scientific and technological strength.

Turing Award winner Jim Gray pointed out that scalability issues are at the heart
of high performance computing, and it is also an important challenge that ranks first
among the twelve research goals in the future information technology field. Parallel
software design and parallel system architecture are two typical aspects of scalability,
and the scalability challenges are reflected in the difficulty of architecture porting, algo-
rithm design, and application optimization. This thesis conducts research on the theory
of massively parallel multi-level discontinuous nonlinear scalability, deeply analyzes
the development law of scalability, and proposes physical models, parallel algorithms
and performance optimization multi-level collaborative design methods. The scalability
optimization design is carried out at various hardware parallel scales, different software
parallel granularities, and multi-level interdisciplinary parallel applications. The spe-

cific contributions include:

1. A massively parallel multi-level discontinuous nonlinear scalable theory is
proposed. Through the analysis of the scalability on parallel software from homoge-
neous multi-core systems to heterogeneous many-core systems, it is found that there
are two typical phenomena of scalability, namely discontinuity and nonlinearity, in the
physical model, parallel algorithm and performance optimization of applications with
different parallel granularity. The two phenomena at multiple levels are systematically

analyzed, and the multi-level collaborative design theory of scalability is first proposed.
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It provides methodological guidance for the research of scalability in the field of high-
performance computing, especially the scalability problem in massively parallel com-
puting.

2. A hundred-core-level Stencil parallel numerical algorithm is proposed, us-
ing novel vectorization and tilling technology to achieve highly scalable single-
machine multi-core Stencil calculations. At the parallel algorithm level, two Stencil
vectorization strategies, transposed layout calculation and spacial-temporal calculation
folding, are proposed to improve the parallelism of data in the CPU; at the same time, at
the performance optimization level, an efficient register data reuse algorithm and tilling
optimization algorithm are designed to improve data access efficiency. The experimen-
tal results show that based on the collaborative design idea of parallel algorithm and
performance optimization, the absolute performance is up to 4.39 times higher than the
state-of-the-art method, and the multi-core scalable performance of the Stencil parallel
numerical algorithm is effectively improved.

3. A ten-thousand-core-level distributed machine learning framework is pro-
posed, which uses novel clustering and regression techniques to achieve a highly
scalable multi-machine many-core machine learning prediction model. At the the-
oretical modeling level, this thesis proposes a new Best Friend graph data structure and
a hierarchical minimum spanning tree network model, and designs a regression predic-
tion method based on clustering; at the parallel algorithm level, a backtracking-based
load balancing algorithm and an efficient parallel communication algorithms are pro-
posed to reduce the computational and communication overhead of distributed systems.
The experimental results show that through the physical model and parallel algorithm
collaborative design idea, it ensures the accuracy of the clustering and regression meth-
ods, and effectively improve the scalability on multi-machine and many-core distributed
machine learning framework from the existing work of 1,536 cores to 12,288 cores.

4. Aiming at the optimization of scientific computing software applications,
a million-core-level large-scale scaling method is proposed, and a large-scale and
highly scalable domestic software application OpenKMC is designed to simulate

the radiation damage of nuclear materials. At the physical model level, a highly
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scalable new potential function model and grouped reaction strategy are optimized to
support the establishment of an efficient kinetic Monte Carlo model; at the parallel al-
gorithm level, a parallel synchronous quadrant algorithm suitable for large-scale ap-
plications and efficient adaptive communication algorithm are proposed to improve
load balancing and communication efficiency; at the performance optimization level,
memory access optimization technology, efficient locality algorithm, Athread thread-
level heterogeneous parallel strategy and vectorized acceleration method are proposed.
Hierarchical memory-cache-register data access features are extracted and lightweight
process-thread-data parallelism is tapped to optimize the utilization of the computing
power on heterogeneous many-core architecture. The experimental results show that,
through the multi-level collaborative design idea of physical model, parallel algorithm,
and performance optimization, our OpenKMC achieves high accuracy and good scal-
ability of applying hundred-billionatom simulation on 5.2 million cores with a perfor-
mance of over 80.1% parallel efficiency, which becomes a new milestone in nuclear

material simulation.

Keywords: Massively Parallelism; Scalability; Scientific Computing Applications; Par-

allel Numerical Algorithms; Machine Learning Frameworks
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